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1 Project description

Particle swarm optimization (PSO) is a class of nature-inspired numerical algorithms for
finding the global minimum of a nonconvex function F' [4, 2, 1]. PSO methods mimic
the social behavior of a group of animals (such as flocks of birds or fish) that cooper-
ate using collective intelligence. They are popular for solving non-convex problems of
moderate size due to their simplicity —requiring only function evaluations rather than
gradient computations— and their efficient exploration of the search space. PSO algo-
rithms are used in a large variety of applications in data science, scientific research and
engineering [7, 8].

PSO methods are essentially heuristic: few theoretical guarantees are available and
parameters are chosen through empirical considerations. The goal of this research project
is to advance our theoretical understanding of PSO algorithms, in order to explain their
effectiveness and highlight possible improvements.

Description of PSO. PSO methods track the evolution of N particles (Xi(t) ... Xn(t))
in R? moving at speed (V4 (t)...Vx(t)). For each iteration t = 0,1..., the speed is up-
dated by combining three influences:

e a local optimization term drives the i-th particle towards its “personal best”
position known at time ¢, formally defined as

pbest;(t) = argmin{F(X) : X € {X;(0),... X;(t —1)}},
e a social influence term moves each particle towards the “global best” position
known to all particles, formally defined as

gbest(t) = argmin{F(X) : X € {pbest,(t),...pbesty(t)}}
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e a noise term ¢;(t) that encourages exploration of the space by adding randomness.

The algorithm works by initializing the positions and speeds to random values, and
performs the following updates for t =0,1... andi=1,... N:

Xi(t+1) = X;(t) + Vi(t) (1)
Vit 1) = XV + u(t)(pbesty(t) = Xi(8) + Bi(t)(gbest(t) ~ Xi(0) +(t), ()
local term sociz;lrterm noise

where A, a;(t), ;(t) are user-defined coefficients. We then hope that the particles, or at
least the global best position, converge towards the global minimizer of function F.
The goal of this project is to answer the following question:

When is the method guaranteed to converge to the global minimizer?

This would allow to indentify favorable classes of function on which the algorithm
works well, as well as guidelines for chosing the method parameters.

Current approaches. Most of the litterature has focused on proving convergence of
PSO to a stable point of the process [9] or to a local minimizer of the function [10].

Obtaining convergence guarantees to a global minimizer is much more difficult. Such
result has only been obtained only in idealized situations, for simplified variants of
PSO. In particular, consensus-based optimization (CBO) [6] is a variant obtained
by removing the local and momentum terms from (2). Two approximations are then
made:

e continuous-time limit: the discrete process (1)-(2) is approximated as a continuous-
time stochastic differential equation (SDE);

e mean-field limit: for a large number N of particles, the behavior approaches that
of a continuous measure p on R? which satisfies the partial differential equation
(PDE)

ou(t) :

—ar = v (e®s[u)]) + A (olu®)lu®), (3)
for some functions , ;1 acting on measures. This is a Fokker-Planck-type equation
describing a diffusion process [5].

In some favorable scenarios, we can then show that the solutions of (3) concentrate on
the global minimizers of F' as ¢ — oo, proving the consistency of the method for this
idealized context [6, 3].

Research Objective. Existing results are important blueprints for understanding
why particle swarms work in practice. However, these studies have significant limitations.
They consider an idealized version of PSO, where the number of particles is assumed to
be infinite (N = oo). Even under this assumption, these results only establish that the
algorithm converges within some neighborhood of the global minimizer, falling short of
demonstrating pointwise convergence.

The goal of this project is to:

e establish the global convergence of PSO in realistic scenarios as the num-
ber of particles N and the number of iterations become large,

e determine convergence rates,

e develop new PSO variants based on more complex interaction models (e.g., bird
flocks).



2 Internship details

The internship will take place at LTCI/Télécom Paris, within the S2A team (Signal,
Statistics, and Learning) and Hi! Paris. The team benefits from a large group of Ph.D.
students and researchers actively collaborating in the fields of Optimization, Statistics,
and Machine Learning.

The intern will start by doing a litterature review and exploring a research direction
among the ones mentioned above, with the goal of pursuing with a PhD thesis on the
topic.

The mathematical tools involve stochastic analysis, stochastic/partial differential
equations and non-convex optimization theory. The candidate should have a strong
background in mathematics, good coding skills, and appetite for theoretical research.
To apply, send a CV and available transcripts of master’s courses to

e pascal.bianchi@telecom-paris.fr

e dragomir@telecom-paris.fr
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